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Abstract—Distributed dataflow systems like Spark and Flink
enable data-parallel processing of large datasets on clusters. Yet,
selecting appropriate computational resources for dataflow jobs
is often challenging. For efficient execution, individual resource
allocations, such as memory and CPU cores, must meet the
specific resource requirements of the job. An alternative to
selecting a static resource allocation for a job execution is
autoscaling as implemented for example by Spark.

In this paper, we evaluate the resource efficiency of autoscaling
batch data processing jobs based on resource demand both
conceptually and experimentally by analyzing a new dataset of
Spark job executions on Google Dataproc Serverless. In our
experimental evaluation, we show that there is no significant
resource efficiency gain over static resource allocations. We found
that the inherent conceptual limitations of such autoscaling
approaches are the inelasticity of node size as well as the
inelasticity of the ratio of memory to CPU cores.

Index Terms—Scalable Data Analytics, Distributed Dataflows,
Resource Allocation, Autoscaling, Cluster Management

I. INTRODUCTION

Large-scale batch data processing has diverse application
areas such as science and commerce. Distributed dataflow
systems like Spark [1] and Flink [2] simplify developing
scalable data-parallel programs, reducing the need to imple-
ment parallelism and fault tolerance while using clusters of
commodity resources. Major cloud providers offer dedicated
services such as Amazon EMR or Google Dataproc, allowing
users to deploy their jobs! to a cluster.

Yet, configuring a suitable cloud cluster for a given job
is still difficult [3], [4]. At a minimum, it involves selecting
the number of nodes, the number of CPU cores per node,
and the amount of memory per node, resulting in many
possible options. Overprovisioning resources can lead to low
resource utilization, unnecessarily increasing cost® [5]-[8].
Meanwhile, underprovisioning of one type of resource can
lead to resource bottlenecks, causing the ensemble of under-
performing cluster resources to incur more costs by being
occupied for a longer period of time [9]-[12]. Conversely,
proper resource allocation simultaneously optimizes both cost
and performance by allocating resources that are best suited for
the given workload. However, performance itself is often not
a major concern in non-interactive data analytics, e.g., in data

By job, we mean a data processing algorithm, implemented in a specific
system, and running on a given input dataset. In Spark’s terminology, this
would be an application.

2«Cost” can manifest as, e.g., monetary cost, capacity consumption, or
carbon emissions.
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analytics jobs running over night. Therefore, our primary focus
is to address the problem from the perspective of optimizing
resource efficiency and only secondarily from the perspective
of optimizing performance.

There are two main types of approaches to solving the prob-
lem of suitable resource allocation: Static resource allocation
and dynamic resource allocation.

Static resource allocation strategies select a given set of
cluster resources to use throughout the entire job execu-
tion [13]-[15]. Here, a suitable allocation is typically estimated
by performance models based on historical executions of
similar jobs.

Dynamic resource allocation strategies start with a typically
small default configuration of cluster resources and contin-
uously adjust this allocation during the job execution [16].
Reasons for reallocation may include reacting to different
resource needs of different phases of a data processing job,
reacting to changing resource availablility (job priority, re-
source prices, green energy availablility, etc.), or trying to
complete the job within a given deadline. Spark implements an
autoscaling approach based on handling fluctuating resource
demand and cloud providers like Google Dataproc offer this
autoscaling to users as a way to avoid having to manually
configure resources.

In this paper, we evaluate the resource efficiency of au-
toscaling batch data processing jobs based on resource demand
both conceptually and experimentally. We compare Google
Dataproc Serverless, which is a managed Spark service offer-
ing autoscaling to a baseline of static resource allocations by
analyzing a new dataset of Spark job executions. Based on our
observations, we then discuss the design limitations of such
an autoscaling method with regards to optimizing resource
allocations for efficiency.

Contributions. The contributions of the paper are as follows.

e A new benchmarking suite called benchspark3, which
contains a diverse set of Spark jobs

o A new trace dataset* of executions of said Spark jobs on
“Dataproc Serverless” on Google Cloud Platform

o An experimental evaluation of Spark job autoscaling on
Dataproc against a baseline of static resource allocations

o A discussion about the conceptual viablility of Spark’s
autoscaling approach for resource efficiency

3 github.com/dos-group/benchspark
“github.com/dos-group/spark-autoscaling-evaluation
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II. BACKGROUND

This section explains several concepts that are fundamental
to automatically scaling batch data processing jobs.

A. Resource Allocation for Distributed Dataflow Jobs

Distributed dataflow jobs use different types of resources
for their execution, such as memory, CPU, network, and
storage. The latter two are not always configurable in every
infrastructure, while memory and CPU, as well as the number
of nodes in the cluster, are typically configurable. To select
an efficient configuration of resources, one must consider the
resource access patterns of a given job, as well as the current
cost (e.g., availablility or price) of individual resources such
as memory and CPU. One crucial influence on the resource
usage patterns of a dataflow job is the underlying algorithm
and its implementation in a distributed dataflow system.

For instance algorithms that iterate over a dataset only
once typically require only small memory allocations, while
any more memory would only increase the cost of execution
without any tangible benefit. Other jobs may benefit from
holding at least a part of the input dataset in memory to
avoid slow disk reads. This can result in a lower runtime and
thereby lower execution cost through means of occupying the
ensemble of resources for a shorter period of time, as long
as the cost of memory is not too high. Similarly, there are
jobs that are highly parallelizable and can therefore benefit
from more CPU cores in the cluster, while for other jobs this
results in additional cost and little performance gain. Once the
total number of CPU cores and the amount of memory in the
cluster have been configured, one has the option of distributing
these resources across many small nodes or fewer but larger
nodes. The former option can lead to increased network traffic,
while the latter option can lead to disk bottlenecks, depending
on the particular job at hand.

B. Autoscaling Resources for Distributed Dataflow Jobs

Apache Spark is a prominent distributed data processing en-
gine for general purpose large-scale data analytics. To address
fluctuating resource demands of data processing jobs, Spark
introduced dynamic resource allocation as a mechanism to
optimize resource usage by automatically adjusting the number
of executors during runtime based on workload demands.
This capability allows Spark to allocate more resources when
needed and to free up idle executors when workloads decrease.
It uses external shuffle services to ensure that data is not lost
along with nodes that are being removed during downscaling.

However, Spark’s dynamic resource allocation is limited by
the constraints of the underlying cluster infrastructure. In a
traditional Spark deployment, cluster resources (such as virtual
machines or physical nodes) are often statically provisioned
by the user or a cluster manager like YARN or Kubernetes.
While Spark can dynamically scale the number of execu-
tors, it cannot autonomously scale the underlying physical
infrastructure, such as adding or removing nodes based on
job requirements. As a result, Spark’s dynamic allocation is
constrained by the pre-provisioned cluster capacity, limiting its

ability to fully optimize for resource usage and cost efficiency
in environments where workloads fluctuate significantly.

On public cloud platforms, managed Spark services that
offer resource allocation via autoscaling, such as Azure HDIn-
sight, Amazon EMR, and Google Dataproc, are available as
an alternative to making users select a static allocation for
the duration of their job. These autoscaling offerings extend
Spark’s dynamic allocation by also managing the underlying
cluster infrastructure. This allows them to automatically scale
up and down both the number of executors and the associated
virtual machines dynamically allocated to the job. Users can
set a minimum and maximum allocation of executors, i.e.,
worker nodes.

These extensions to the original Spark autoscaling are more
suitable for modern cloud-based data processing environments,
where infrastructure can be provisioned elastically, and the
cost of underutilized resources is a primary concern. By
dynamically adjusting both executors and nodes, managed
Spark services’ autoscaling aims to achieve a more efficient
use of resources compared to static resource provisioning or
standalone Spark.

III. EXPERIMENTAL SETUP

To empirically evaluate different resource allocation options,
including autoscaling, we ran a set of diverse Spark jobs on
cloud configurations with varying scale-out, memory per node,
and CPU per node, and recorded the resulting runtimes. In this
section we describe this trace dataset.

A. Spark Jobs

As depicted in Table I, we created 18 test jobs from
nine common underlying data processing algorithms and two
differently sized input datasets for each algorithm. These jobs
were compiled with Scala 2.12.14 and ran on Spark 3.3.0,
using Java 11.

TABLE I
THE 18 SPARK JOBS EXECUTED ON GOOGLE DATAPROC

Algorithm Data Type  Dataset Sizes [GiB]
Grep Text { 3010, 6020 }
Sort Text {94, 188 }

Word Count Text {39,77 }
K-Means Vector { 102, 204 }
Linear Regression Vector { 229, 459 }
Logistic Regression Vector { 210, 420 }

Join Tabular {85172}
GroupByCount Tabular { 280, 560 }
SelectWhereOrderBy  Tabular {92,185}

The jobs consist of commonly known data processing
algorithms, for which we used the standard implementations
available in Spark’s libraries. The actual source code of the
jobs and the test dataset generators can be found in a public
git repository®. While these types of jobs have also been used
in the creation of older such trace datasets [15], [17], our new
dataset aims to weigh the jobs targeting different data types
equally, in an attempt to create a balanced sample. Specifically,
these are text data, vector data, and tabular data.



B. Cloud Configurations

Table II lists the three different Dataproc Serverless con-
figurations we used to execute each of the 18 jobs, resulting
in a total of 54 job executions. For reference, we assigned an
ID to each of the Serverless configurations. Configuration S1
has a minimum and maximum number of executors of 2 and
32 respectively and uses autoscaling. Configurations S2 and
S3 remain static at 8 and 16 nodes respectively and serve as
a baseline against which to evaluate the dynamically scaling
S1.

Table II lists the ten additional GCP configurations we used
to execute each of the 18 jobs, resulting in an additional 180
job executions. These executions serve to further put the results
of S1, S2, and S3 into perspective.

Configurations RO1 through R0 3 differ only in total cluster
memory, while configurations R0O4 through R06 differ only
in total cluster CPU cores. The remaining configurations
share total memory and total CPU with at least one other
configuration and only differ in scale-out. Thus, our choice of
cloud configuration space and the resulting runtime dataset
also enables isolating and interpreting each of these three
influences’ impact on a given job’s runtime. Further, the
regular Dataproc configurations R08 and R0 9 aim to replicate
the Dataproc Serverless configurations S2 and S3 respectively.

Overall, the configuration options in our evaluation dataset
do not focus solely on scale, as this would mostly translate
into a cost/performance tradeoff [12]. Instead, the prominent
configuration dimensions include the ratio of memory to CPU
cores, as well as the distribution of these given resources
across fewer large nodes or more numerous but smaller nodes.
This in turn creates a search space of configuration options
with different degrees of efficiency, i.e., distance from the cost-
performance Pareto front.

TABLE 11
CLOUD CONFIGURATIONS USED FOR JOB EXECUTION
WITH SERVERLESS GOOGLE DATAPROC

ID Instance Type  Scale-Out  Total Cores Total RAM

S1  n2-standard-4 2-32 8-128 32-512 GiB

S2  n2-standard-4 8-8 32-32 128-128 GiB

S3  n2-standard-4 16-16 64-64 256-256 GiB
TABLE III

CLOUD CONFIGURATIONS USED FOR JOB EXECUTION
WITH REGULAR GOOGLE DATAPROC

ID  Instance Type Scale-Out ~ Total Cores  Total RAM
RO1  n2-highcpu-8 8 64 64 GiB
R02  n2-standard-8 8 64 256 GiB
RO3  n2-highmem-8 8 64 512 GiB
R04  n2-highmem-4 4 16 128 GiB
RO5  n2-standard-8 4 32 128 GiB
RO6  n2-highcpu-32 4 128 128 GiB
RO7  n2-highmem-8 2 16 128 GiB
R08  n2-standard-4 8 32 128 GiB
RO9  n2-standard-4 16 64 256 GiB
R10  n2-highcpu-8 16 128 128 GiB

C. Job Executions

Table IV shows the statistical properties of the trace dataset
that resulted from executing each of the 18 Spark jobs on each
of the 13 resource configurations.

TABLE IV
STATISTICAL PROPERTIES OF THE EVALUATION TRACE DATASET
CONTAINING 234 SPARK JOB EXECUTIONS

Runtime [Seconds]  vCPU Core Seconds  GiB RAM Seconds

mean 1,663.46 80,739.76 256,184.50
std. 2,615.11 176,908.69 332,856.28
min. 141.68 8,196.64 16,662.40
25% 466.59 27,257.35 90,759.68
50% 853.85 43,597.20 171,200.12
75% 1,615.02 69,456.06 276,902.64
max. 21,714.74 2,038,734.08 2,779,486.72

On average, a job execution cost about $1.29 USD and
lasted about 28 minutes. The metrics vCPU core seconds
and GiB RAM seconds represent the product of the amount
and duration of usage for vCPU cores and GiB of memory
respectively.

Note that due to budget constraints, each job was executed
only once on each cloud resource configuration, which may
make this measured test job data somewhat susceptible to
individual outliers. However, we expect the overall evaluation
to be accurate as it is mostly based on averages.

IV. EXPERIMENTAL EVALUATION

In this section, we evaluate the dataset of Google Dataproc
job executions.

A. Scaling Behavior of Dataproc Serverless

Google Dataproc Serverless dynamically adjusts the allo-
cation of executors based on Spark’s autoscaling feature. As
specified as configuration S1, we kept the default minimum
number of executors (2) and set the maximum number of
nodes to 32. Besides this maximum, we kept all of the default
settings.

In Figure 1, we can observe that for some jobs, there is
an intensive processing phase, where the maximum number
of executors are being allocated right after about 180 to 200
seconds of runtime, which appears to be the latency for the
initial demand for more executors to materialize. We see that
for some jobs, processing the larger dataset takes much more
than twice the amount of time, while for others, processing
the larger dataset takes much less than twice the amount of
time. We also see that for some jobs, the scaling behavior
appears similar for both datasets, e.g., Logistic Regression
or Linear Regression. On the other hand, for some jobs, the
scaling behavior for both datasets can be dissimilar, e.g. the
K-Means jobs.
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Fig. 1. Time series of Dataproc Serverless executor allocation for executors
in [2,32].

TABLE V
EXPENDED EXECUTOR SECONDS
NORMALIZED TO 1 = LOWEST PER JOB

| s1 S2 s3
Grep Large | 1.087 1.000 1.022
Grep Small | 1.057 1.000 1.013
GroupByCount Large | 1.041 1.000  1.007
GroupByCount Small | 1.095 1.000 1.068
Join Large | 1.181 1.000  1.072
Join Small | 1.203 1.000 1.073
K-Means Large 1.000  1.437 1.019
K-Means Small | 1.247 1.007 1.000
LinearRegression Large | 1.036 1.039  1.000
LinearRegression Small | 1.126  1.082  1.000
LogisticRegression Large | 1.000 2.004 1.147
LogisticRegression Small | 1.023 1.197 1.000
SelectWhereOrderBy ~ Large | 1.119  1.005  1.000
SelectWhereOrderBy ~ Small | 1.167  1.000  1.057
Sort Large | 1.671 1.080 1.000
Sort Small | 1.105 1.038  1.000
WordCount Large | 1.101  1.000  1.026
‘WordCount Small | 1.163  1.000  1.050
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Fig. 2. Comparing the achieved runtime and the resulting resource use
for each of the 18 jobs when using different executor allocation strategies.
Normalization to 1 = lowest per job.

B. Resource-Efficiency of Dataproc Serverless Autoscaling

In Table V, we see a comparison of the expended execu-
tor seconds per Dataproc Serverless resource configuration,
normalized so that a value of 1 represents the lowest by any
of the three configurations for the given job. This helps to
highlight only the relative difference between the executions
of a job with the three different configurations. We can observe
that the number of executor seconds used to run a given
job was the lowest for the dynamic configuration S1 in 2
instances, while the static allocations of 8 and 16 executors
(S2 and S3) achieved the lowest executor seconds 9 and 7
times respectively. The most cost-efficient configuration option
appears to largely remain similar for different jobs that share
the same algorithm, and appears less related to the size of
the input dataset. The largest variance is seen for Logistic
Regression on the larger dataset, where configuration S1
executed the job with roughly half the amount of expended
executor seconds compared to S2. In general, however, the
differences are much smaller, resulting in roughly similar
levels of aggregated resource usage over time for each of these
three configuration options.

Figure 2 compares the resource usage along with the run-
time achieved for each of the 18 jobs when using the three
different Dataproc Serverless configurations. Again, the values
are normalized for each job so that a value of 1 represents the
lowest value that any of the 3 configurations achieved for that
job. First, we see that the variation in runtimes is much larger
than the variation in expended executor seconds. Second, we
see that the dynamically scaling configuration S1 produces
the lowest runtimes for most jobs, while the runtimes increase
when using a static 16 executors and even more drastically
when using 8 executors.

These results suggest, that while resource efficiency benefits
of Dataproc’s Spark autoscaling are rare, jobs typically finish
faster with autoscaling than with static allocations.



C. Impact of the Configuration Space Dimensions on Cost

In general, there are more configuration parameters to set
than just the scale-out. These include in particular the node
size and the resource mix per node. To evaluate the impact of
these additional configuration options on resource efficiency,
we compare the results of Dataproc Serverless job executions
with the same executions on the static configurations R0O1 to
R10. Instead of using executor seconds as the cost metric,
here we use GiB memory seconds and vCPU core seconds,
applying a factor of 1:6, meaning that one second of using
6 GiB memory is considered to cost as much as one second
of using 1 vCPU core’. This represents the pricing model of
Google Dataproc Serverless for RAM and CPU as of October
2024, while contemporary pricing of the general purpose N2
VMs in GCP’s Frankfurt datacenter has a roughly similar ratio
of about 1:7.46.

TABLE VI
EVALUATING COST AND PERFORMANCE FOR DIFFERENT RESOURCE
CONFIGURATIONS OF REGULAR AND SERVERLESS DATAPROC.
VALUES NORMALIZED TO 1 = LOWEST PER JOB
AND THEN AVERAGED ACROSS ALL 18 JOBS.

Mean Normalized Cost Mean Normalized Runtime
RO1 1.875 3410
RO2 1.348 1.727
RO3 1.643 1.511
RO4 1.849 6.820
RO5 1.739 4.462
RO6 5.455 4.889
RO7 2.392 8.792
RO8 1.334 3.433
R0O9 1.286 1.654
R10 1.598 1.445
s1 1.618 1.845
S2 1.545 4.021
S3 1.475 1.934
Mean 1.935 3.534

Table VI shows that the configurations that executes jobs
with the lowest incurred cost are RO8 and R09. Configura-
tions RO8 and R0O9 correspond to configurations S2 and S3
respectively in terms of number of nodes, as well as vCPU
cores and memory per node. These configurations exhibit a
slight performance deviation between regular Dataproc and
Dataproc Serverless, about 17.6% on average, with a standard
deviation of about 18.5%. This could be explained, for exam-
ple, by different levels of interference from other co-located
applications that are present in each of these two service types.

Accounting for this inherent performance deviation, one can
expect that S1 would produce a cost that is at least not ex-
ceedingly far from the lowest cost on average out of the given
configurations, if they were all running on the same platform.
Furthermore, always choosing the configuration that is best
across all jobs on average results in costs that are about a
quarter higher than what could be achieved by always selecting
the most suitable configuration for each job individually.

3cloud.google.com/dataproc-serverless/pricing

D. Impact of the Resource Cost Model

However, once there is an abundance or scarcity of either
memory or CPU cores at a given point, the cost of operating
different types of resources changes, thereby affecting the via-
bility of different resource configuration options for executing
data processing jobs. This fluctuation in availability could be
caused by other non-permanent applications running at a given
point in the cluster.

In Figure 3, we show how the cost efficiency of different
resource configuration options changes as the resource cost
model changes. On the far left of the x-axis (10~2), the hourly
cost of 1 GB of memory is equal to the hourly cost of 0.01
vCPU cores. On the far right of the x-axis (10'), the hourly
cost of 1 GB of memory is equal to the hourly cost of 10 vCPU
cores. For reference, we mark the contemporary GCP VMs /
Dataproc Serverless price points with a thin green vertical line
and the labels A and B, respectively.

We see that some configurations exhibit lower job execution
costs relative to other configurations when RAM is cheaper
relative to CPU (left side of the graph) and vice versa. This
is largely a function of how much of a given resource a
configuration has, and is exemplified by a comparison of
the memory-heavy configuration R0O3 and the CPU-heavy
configuration R10. It appears that Serverless Dataproc has
a suitable default RAM and CPU for its executors/nodes,
given the cost structure of these resources and the nature of
Spark jobs. However, in the case of a fluctuating resource
cost structure, the GiB RAM to vCPU ratio for autoscaling
executors would need to be adjusted in order to still reach
comparatively good resource efficiency.

Note that we focus only on the relative operating costs of
these individual resources, because we are comparing only the
relative cost differences of operating different resource con-
figurations. Further, we disregard potential cost fluctuation of
other resources, like storage space or network, since those are
not part of the resource configuration space in our experiments.
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V. DISCUSSION

The examined Spark autoscaling approach appears to be
based on selecting the empirically most optimal node. It then
continuously adjusts only the scale-out at runtime. This is a
relatively simple resource configuration attribute to adjust at
runtime, as it avoids disrupting execution on the unchanged
nodes. For example, when scaling out from, say, 12 to 16
nodes, the 12 original nodes can retain cached data and
continue executing their current tasks while the new nodes
start up. Similarly, when scaling in, idle nodes can be removed
without interrupting the others, whereas downsizing running
nodes would cause an interruption in execution.

However, our experimental evaluation has shown that adapt-
ing the node type per job has a more significant impact on
resource efficiency than continuously adjusting the number of
nodes in the cluster at runtime. While the resource efficiency
of autoscaling was, on average, roughly comparable to that of
the historically most resource-efficient static allocation, always
selecting the correct static allocation could have theoretically
saved about an additional quarter of the costs. This would
involve configuring a suitable amount of memory and number
of CPU cores per node in addition to selecting a suitable
scale-out. However, that requires an understanding of how
each of these resources influences performance, as well as the
current operating costs of these resources. Taking these aspects
into consideration is beyond the scope of today’s prominent
distributed dataflow systems.

The lack of adaptability to changing availability of indi-
vidual resources may make the autoscaling approach more
suitable for larger scale infrastructures where individual ap-
plications cause smaller variations in the mix of available
resource types.

VI. CONCLUSION

In this paper we have experimentally evaluated the hori-
zontal autoscaling of Spark jobs as implemented by Dataproc
on GCP from a resource efficiency perspective. The results
suggest that the cost savings are not significant when compared
to some static allocations and that there is further potential for
cost optimization to be realized.

In the future, we plan to continue our research into cost
optimization of distributed dataflow jobs by adapting the
allocation strategy for each individual job based on resource
access patterns.
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