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Towards More Resource-Efficient and 
Sustainable Data-Parallel Processing

“Right-sized” big data analytics:
Automatic configuration of jobs so they meet 
performance expectations efficiently

Let’s Wait Awhile: How Temporal Workload Shi�ing Can Reduce Carbon Emissions in the Cloud Middleware ’21, December 6–10, 2021, Virtual Event, Canada

the entire job can be moved to times of lower carbon intensity, and
not only parts of it.

2.1.2 Long-Running Workloads. Analyses of Google cluster traces
reveal that while only 7 % of all workloads run at production pri-
ority, a majority of these jobs are long-running [50]. Thus, the
resource and memory consumption of all jobs entail a heavy-tailed
distribution, where a small portion of jobs consumes most of the
resources [50, 57]. Moreover, as shown on Alibaba cluster traces,
long-running and prioritized workloads are likely to request signif-
icantly more resources and memory than they actually utilize [40].
For our paper, we de�ne long-running workloads to have runtimes
of up to several days. General examples for such jobs are machine
learning trainings, scienti�c simulations, or big data analysis jobs.
These workloads bear a notable absolute shifting potential since
they are often very energy-intensive. Moreover, it is often humans
that rely on their results to take further action. So, in practice, in
many cases it makes no di�erence whether the issued job is �nished
in the middle of the night or the following morning. This �exibility
can be exploited by shifting workloads without interfering with
the user’s work�ow.

2.1.3 Continuously RunningWorkloads. Many computational work-
loads, like user-facing APIs, e�ectively run inde�nitely by design
and cannot be interrupted. Apart from these so called continuous
services, there exist other computationally intensive workloads
such as blockchain mining, protein folding, brute force attacks, or
very long-running scienti�c simulations, that execute over weeks
and months, or do not have any de�ned end date. As an example,
2000 jobs of the Google cluster traces from 2011 run for the entire
trace period of 30 days [50].

Although blockchain mining in particular has received great
attention for its immense power consumption [33, 36], we do not
consider these workloads as shiftable in this paper, as they have no
deadline or a deadline very far in the future. This paper only covers
workloads up to several days, as real carbon intensity forecasts are
based on weather and electricity demand forecasts which also only
extend a few days into the future [7, 8, 39].

2.2 Execution Time
The expected execution time of a workload and how strictly it
should be enforced are important aspects in determining its shifting
potential. We therefore elaborate two categories of execution time
that are illustrated in Figure 2.

2.2.1 Ad Hoc Workloads. A large number of workloads, short- and
long-running, are issued in an ad hoc manner. Although some of
them might follow a certain distribution which can be estimated
by time series forecasting, it is not known upfront when exactly
a speci�c job will be issued. Examples are again FaaS executions,
CI/CD runs, machine learning trainings, and other jobs triggered
by external events or issued by users for direct execution. The
shifting potential of such workloads is limited to the future. In
other words, only once a job is issued the scheduler can decide
whether to execute the job immediately, or to postpone it under
consideration of its time constrains.
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Figure 2: Scheduled workloads can potentially be shifted in
both directions of time, while ad hoc workloads can only be
deferred into the future.

2.2.2 Scheduled Workloads. We de�ne scheduled workloads to be
workloads that are planned to execute at a future point in time.
Prominent examples are periodically scheduled batch jobs such
as nightly integration test suits, nightly builds, periodic backups,
updates of search indices in databases, and auto-generated reports.
According to related work, a large number of jobs are recurring at
�xed intervals. For example, when comparing the Google cluster
traces from 2011 to the traces of 2019, it can be observed that the
workload mix changed towards scheduled batch jobs while the
scheduling rate increased signi�cantly [57]. At Microsoft, periodic
batch jobs have been reported to make up 60 % of processing on
large clusters [28]. More than 40 % of these jobs run on a daily
basis, while other frequently used periods are �fteen minutes, an
hour, and twelve hours. Another study revealed that recurring jobs
make up roughly 40 % of the jobs as well as cluster hours on all
production clusters used for Microsoft’s Bing service [1].

Scheduled workloads can, depending on their time constraints,
be shifted in both directions in time. For example, a nightly job
which is usually executed periodically at 1 am, could also be sched-
uled at a more �exible time window between 23 pm and 3 am.

2.3 Interruptibility
While certain workloads incorporate checkpoint mechanisms or
store intermediate results and can thus be paused and resumed at
a later point in time, other workloads must be executed without
interruption. As the interruptibility of workloads can be exploited
by carbon-aware schedulers as depicted in Figure 3, to better align
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Figure 3: Interruptibleworkloads can be divided into chunks
and scheduled separately.

Low-carbon cloud computing:
Scheduling of flexible workloads based on 
fluctuating carbon intensities of energy grids

Renewable-aware distributed computing:
Placement of computing jobs to use green 
excess energy at the edge
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